
1

A Low-Complexity Parallelizable Numerical Algorithm for
Sparse Semidefinite Programming

Ramtin Madani, Abdulrahman Kalbat and Javad Lavaei

Abstract—In the past two decades, the semidefinite program-
ming technique has been proven to be extremely successful in
the convexificiation of hard optimization problems appearing in
graph theory, control theory, polynomial optimization theory, and
many areas in engineering. In particular, major power optimiza-
tion problems, such as optimal power flow, state estimation and
unit commitment, can be formulated or well approximated as
semidefinite programs (SDPs). However, the inability to efficiently
solve large-scale SDPs is an impediment to the deployment of
such formulations in practice. Motivated by the significant role
of SDPs in revolutionizing the decision-making process for real-
world systems, this paper designs a low-complexity numerical
algorithm for solving sparse SDPs, using the alternating direction
method of multipliers and the notion of tree decomposition
in graph theory. The iterations of the designed algorithm are
highly parallelizable and enjoy closed-form solutions, whose most
expensive computation amounts to eigenvalue decompositions
over certain submatrices of the SDP matrix. The proposed
algorithm is a general-purpose parallelizable SDP solver for
sparse SDPs, and its performance is demonstrated on the SDP
relaxation of the optimal power flow problem for real-world
benchmark systems with more than 13,600 nodes.

I. INTRODUCTION

Inspired by the seminal papers [1]–[3], there has been
a growing interest in semidefinite programming (SDP), due
in part to its applications in combinatorial optimization and
a large set of real-world problems across engineering [4]–
[7]. Semidefinite programming offers a convex formulation
or relaxation framework that is applicable to a wide range
of non-convex optimization problems, and has been proven
to achieve nontrivial bounds and approximation ratios that
are beyond the reach of conventional methods [3], [8]–[10].
While small- to medium-sized SDPs are efficiently solvable by
second-order-based interior point methods in polynomial time
up to any arbitrary precision [11], these methods are mostly
impractical for large-scale SDPs due to computation time and
memory issues. The primary obstacle is the requirement of
calculating Schur complement matrices and their Cholesky
factorizations. Several attempts have been made in order to
parallelize this procedure, which have led to software packages
such as SDPA and SMCP [12]–[14]. In presence of sparsity,
a graph-theoretic analysis of SDP problems is proven to be
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effective in reducing the number of variables and the order
of conic constraints [15], [16]. This approach is remarkably
helpful for structured SDP problems, particularly those arising
in power system optimization [17].

A promising numerical technique for solving large-scale
SDP problems is the alternating direction method of multi-
pliers (ADMM), which is a first-order optimization algorithm
proposed in the mid-1970s [18] and [19]. While second-
order methods are capable of achieving a high accuracy
via expensive iterations, a modest accuracy can be attained
through tens of ADMM’s low-complexity iterations. In order
to obtain a highly accurate solution in a reasonable number of
iterations, great effort has been devoted to accelerating ADMM
[20], [21]. Because of the sensitivity of the gradient methods to
the condition number of the problem’s data, diagonal rescaling
is proposed in [22] to improve the performance of ADMM.
Moreover, several accelerated variants of ADMM as well as
parameter tuning methods have been proposed in the literature
to significantly improve the speed of convergence for specific
application domains [20]. The O( 1n ) worst-case convergence
rate of ADMM is proven in [23] and [24] under certain
assumptions, and a systematic framework is introduced in [25]
for the convergence analysis of ADMM by means of control-
theoretic methods.

The main objective of this work is to design a general-
purpose SDP solver for sparse large-scale SDPs, with a guar-
anteed convergence and parallelization capabilities under mild
assumptions. We start by defining a representative graph for
the large-scale SDP problem, from which a decomposed SDP
formulation is obtained using a tree/chordal/clique decompo-
sition technique. This decomposition replaces the large-scale
SDP matrix variable with certain submatrices of this matrix.
In order to solve the decomposed SDP problem iteratively,
a distributed ADMM-based algorithm is derived, whose iter-
ations comprise entry-wise matrix multiplication/division and
eigendecomposition on certain submatrices of the SDP matrix.
By finding the optimal solution for the distributed SDP, one
could recover the solution to the original SDP formulation
using an explicit formula.

This work is related to and improves upon some recent
papers in this area. The paper [26] applies ADMM to the dual
SDP formulation, leading to a centralized algorithm that is not
parallelizable and is computationally expensive for large-scale
SDPs. The work [16] decomposes a sparse SDP into smaller-
sized SDPs through a tree decomposition, which are then
solved by interior point methods. However, this approach is
limited by the large number of consistency constraints. Using
a first-order splitting method, [27] solves the decomposed
SDP problem created by [16], but the algorithm needs to
solve an optimization subproblem at every iteration. Similar
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frameworks with the requirement of solving smaller SDPs
have been applied to power optimization problems [28]–[32].
In contrast with the above papers, the algorithm proposed in
this work is composed of low-complexity and parallelizable
iterations, which run fast if the treewidth of the sparsity graph
of the SDP problem is small. Since a wide range of real-world
optimization problems, including those appearing in power
systems, are sparse and benefit from a low treewidth, the
proposed algorithm enables solving such problems at scale.
This algorithm offers the following advantages compared to
the method developed in our related work [33]: i) it can
handle arbitrary constraints that are not necessarily local, ii)
it does not rely on the inversion of large matrices as an initial
step. Both of these improvements are essential for solving
general large-scale sparse SDP problems, including power
system optimization problems to be discussed later. This paper
is also related to [34], which designs a distributed algorithm
for second-order conic programs. In contrast to the existing
methods, the algorithm to be proposed in this paper applies
to higher-order conic problems, and does not require solving
any optimization sub-problem at any iteration.

The paper [35], as a conference version of this work, studies
the potential of ADMM for solving semidefinite programming
problems. However, it fails to solve large-scale SDPs and its
examples are limited to matrices with at most 300 rows. The
current paper improves upon [35] by means of an accelerated
version of ADMM combined with a preconditioner, which
enables solving real-world problems with over 13,600 rows
in the SDP matrix.

A. Motivation: Power System Optimization

Real-world power optimization problems are concerned
with the efficiency, robustness, reliability, security and re-
siliency of power systems, whose decision variables consist of
various real-time parameters across a time horizon and under
several failure scenarios. These parameters include voltages,
currents, phase angles, power productions, line flows, trans-
former settings, and the on/off statuses of generators and lines.
Several factors contribute to a high computational complexity
of power optimization problems, such as the nonlinearities
induced by laws of physics and discrete variables, the scale
of modern grids, the wide range of failure scenarios, and
the level of uncertainty for demand and renewable energy
sources. The above-mentioned factors give rise to non-convex
mixed-integer optimization problems with tens of thousands
of decision parameters. While the expected level of efficiency
and reliability in recent years necessitates the use of accurate
models of power systems that are inevitably highly nonconvex,
current state-of-the-art solvers such as CPLEX, Gurobi and
MOSEK are incapable of handling continuous non-convexity
and a large number of discrete parameters arising in real-world
power system optimization problems.

Recent approaches to tackle computationally-hard power
optimization problems rely on convex algebraic and/or ge-
ometry methods, such as conic relaxation and Sherali-Adams
hierarchies [17], [36]–[38]. These advanced techniques are
based on solving SDPs with a considerably large number of
variables and constraints. Hence, it is imperative to design

efficient and fast algorithms for large-scale SDPs, which are
applicable to fundamental power optimization problems such
as optimal power flow (OPF). The OPF problem is at the heart
of the operation of power systems, which finds an optimal
operating point of a power system by minimizing a certain
objective function (e.g., transmission loss or generation cost)
subject to power flow equations and operational constraints
[39], [40].

Several optimization techniques have been studied for the
OPF problem in recent years [41]. Due to the non-convexity
and NP-hardness of OPF, these algorithms are not robust, lack
performance guarantees and may not find a global optimum.
The paper [7] evaluates the potentials of SDP relaxations for
OPF and shows that a global minimum of the problem can
be found using an appropriate SDP formulation if the duality
gap is zero. SDP relaxation is shown to find global or near
globally optimal solutions (with global optimality guarantees
of at least 99%) for IEEE and Polish systems, and theoretically
proven to work under different conditions [17], [36], [42]–
[46]. Moreover, more advanced SDP relaxations based on the
sum-of-squares hierarchy have been proven to be effective for
solving hard instances of the OPF problem [37]. Note that SDP
relaxation is not unique and therefore if one relaxation does
not work for a particular power problem, it is always possible
to find a more complex SDP formulation to solve the problem
(to obtain different hierarchies of convex relaxation, please
refer to the tutorial paper [47] and the references therein).

Due to the great success of SDP for the OPF problem, conic
relaxations have been designed for other power optimization
problems, including state estimation, unit commitment and
charging of electric vehicles [38], [48]–[50]. However, the high
dimension of these conic formulations for real-world systems
is an impediment to their implementation. The main objective
of this work is to design a low-complexity numerical algorithm
or a general-purpose SDP solver for large-scale conic problems
that can be used for a variety of problems, including those
appearing in the operation of power systems.

This paper is organized as follows. Some preliminaries and
definitions are provided in Section II. An arbitrary sparse
SDP is converted into a decomposed SDP in Section III,
for which a numerical algorithm is developed in Section IV.
The application of this algorithm for OPF is investigated
in Section V. Numerical examples are given in Section VI,
followed by concluding remarks in Section VII.

Notations: R, C, and Hn denote the sets of real numbers,
complex numbers, and n×n Hermitian matrices, respectively.
The notation X1 ◦ X2 refers to the Hadamard (entrywise)
multiplication of matrices X1 and X2. The symbols 〈·, ·〉
and ‖ · ‖F denote the Frobenius inner product and norm
of matrices, respectively. The notation ‖v‖2 denotes the `2-
norm of a vector v. The m × n rectangular identity matrix,
whose (i, j) entry is equal to the Kronecker delta δij , is
denoted by Im×n. The notations Re{W}, Im{W}, rank{W},
and diag{W} denote the real part, imaginary part, rank, and
diagonal of a Hermitian matrix W, respectively. Given a
vector v, the notation diag{v} denotes a diagonal square
matrix whose entries are given by v. The notation W � 0
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means that W is Hermitian and positive semidefinite. The
notation “i” is reserved for the imaginary unit. The superscripts
(·)∗ and (·)T represent the conjugate transpose and transpose
operators, respectively. Given a matrix W, its (l,m) entry is
denoted as Wlm. The subscript (·)opt is used to refer to an
optimal solution to an optimization problem. Given a matrix
W, its Moore-Penrose pseudoinverse is denoted as pinv{W}.
Given a simple graph H, its vertex and edge sets are denoted
by VH and EH, respectively, and the graph H is shown as
H = (VH, EH). Given two sets S1 and S2, the notation S1\S2
denotes the set of all elements of S1 that do not exist in S2.
Given a Hermitian matrix W and two sets of positive integer
numbers S1 and S2, define W{S1,S2} as a submatrix of
W obtained through two operations: (i) removing all rows
of W whose indices do not belong to S1, and (ii) removing
all columns of W whose indices do not belong to S2. For
instance, W {{1,2}, {2,3}} is a 2×2 matrix with the entries
W12,W13,W22,W23. The notation |D| shows the cardinality
of a discrete set D or the number of vertices of a graph D.

II. PRELIMINARIES

Consider the semidefinite program

minimize
X∈Hn

〈X,M0〉 (1a)

subject to ls ≤ 〈X,Ms〉 ≤ us, s = 1, . . . , p, (1b)
X � 0. (1c)

where M0,M1, . . . ,Mp ∈ Hn, and

(ls, us) ∈ ({−∞} ∪ R)× (R ∪ {+∞})

for every s = 1, . . . , p. Notice that the constraint (1b)
reduces to an equality constraint if ls = us. Problem (1) is
computationally expensive for a large number n due to the
presence of the positive semidefinite constraint (1c). However,
if M0,M1, . . . ,Mp are sparse, this expensive constraint can
be decomposed and expressed in terms of some principal
submatrices of X with smaller dimensions. This will be
explained next.

A. Representative Graph and Tree Decomposition

In order to leverage any possible sparsity of problem (1),
a simple graph shall be defined to capture the zero-nonzero
patterns of M0,M1, . . . ,Mp.

Definition 1 (Representative graph [51]). Define G = (VG , EG)
as the representative graph of the SDP problem (1), which is
a simple graph with n vertices whose edges are specified by
the nonzero off-diagonal entries of M0,M1, . . . ,Mp. In other
words, two arbitrary vertices i and j are connected if the
(i, j) entry of at least one of the matrices M0,M1, . . . ,Mp

is nonzero.

To illustrate Definition 1, consider the problem (1) with
n = 4 and p = 1 such that

M0 =


1 0 1 0
0 5 3 0
1 3 10 2
0 0 2 1

 , M1 =


0 3 0 0
3 0 1 2
0 1 0 1
0 2 1 1

 (2)

The representative graph of the SDP problem (1) in this case
is a graph with the vertex set {1, 2, 3, 4} such that every two
vertices are connected to one another except for the vertices
1 and 4. The reason is that the (1, 4) entries of M0 and M1

are both equal to 0.
Using a tree decomposition algorithm (also known as

chordal or clique decomposition), we can obtain a decomposed
formulation for problem (1), in which the positive semidefinite
requirement is imposed on certain principal submatrices of X
as opposed to X itself.

Definition 2 (Tree decomposition [52]). A tree graph T is
called a tree decomposition of G if it satisfies the following
properties:

1) Every node of T corresponds to and is identified by a
subset of VG .

2) Every vertex of G is a member of at least one node of T .
3) Tk is a connected graph for every k ∈ VG , where Tk

denotes the subgraph of T induced by all nodes of T
containing the vertex k of G.

4) The subgraphs Ti and Tj have at least one node in
common, for every (i, j) ∈ EG .

Each node of T is a bag (collection) of vertices of G and
hence it is referred to as a bag.

As an example, Figure 1 borrowed from [51] shows a tree
decomposition of the graph corresponding to the physical
structure of the IEEE 14-bus power network. Notice that four
properties are satisfied: 1) every bag of the tree decomposition
is a collection of the vertices of the graph, 2) every vertex of
the graph appears in at least one bag of the tree decomposition,
3) all bags containing each particular vertex of the graph
form a connected subgraph in the tree decomposition (for
example, there are three bags containing node 2 and they
form a connected path), and 4) every two connected vertices
of the graph appear in at least one common bag of the tree
decomposition.

Let T = (VT , ET ) be an arbitrary tree decomposition of
G, with the set of bags VT = {C1, C2, . . . , Cq}. As will be
discussed in the next section, it is possible to cast problem (1)
in terms of those entries of X that appear in at least one of
the submatrices X{C1, C1},X{C2, C2}, . . . ,X{Cq, Cq}.These
entries of X are referred to as important entries. Once the
optimal values of the important entries of X are found via an
iterative algorithm, the remaining entries of X can be obtained
through an explicit formula to be stated later.

Among the factors that may contribute to the computational
complexity of the decomposed problem are: the size of the
largest bag, the number of bags, and the total number of
important entries. Finding a tree decomposition that leads
to the minimum number of important entries (minimum fill-
in problem) or possesses the minimum size for its largest
bag (treewidth problem) is known to be NP-hard. The al-
gorithm proposed in this paper reaches its maximum ef-
ficiency when a tree decomposition of the sparsity graph
with max{|C1|, . . . , |Cq|} = O(1) is already available. This
algorithm only requires a suboptimal tree decomposition with
a low width. Good decompositions can be easily found using
the nested dissection method. The work [53] proves that
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Fig. 1: The graph of the IEEE 14-bus test case (left figure) and a tree decomposition of this graph (right figure)

nested dissection is O(log(|G|)) suboptimal for bounded-
degree graphs, and notes that: “we do not know a class of
graphs for which nested dissection is suboptimal by more than
a constant factor”. There are many other efficient algorithms
in the literature that find near-optimal tree decompositions
(specially for power networks due to their near planarity)
[54], [55]. In all of the experiments of this paper, a tree
decomposition of the sparsity graph is obtained in less than
90 seconds, using the algorithm described in [54]. Moreover,
optimization problems defined over physical infrastructures,
such as power systems, often benefit from the fact that the
topology of the system changes slowly, and therefore the
tree decomposition may be performed offline and used for
a class of SDP problems as opposed to a single instance of
the problem.

B. Sparsity Pattern of Matrices

Let Fn denote the set of symmetric n × n matrices with
entries belonging to the set {0, 1}. The distributed optimization
scheme to be proposed in this work uses a group of sparse
slack matrices. We identify the locations of nonzero entries of
such matrix variables using descriptive matrices in Fn.

Definition 3. Given an arbitrary matrix X ∈ Hn, define its
sparsity pattern as a matrix N ∈ Fn such that Nij = 1 if and
only if Xij 6= 0 for every i, j ∈ {1, ..., n}. Let |N| denote the
number of nonzero entries of N. Define the set

S(N) , {X ∈ Hn | X ◦N = X}.

Due to the Hermitian property of X, if d denotes the number
of nonzero diagonal entries of N, then every X ∈ S(N) can be
specified by (|N|+ d)/2 real-valued scalars corresponding to
Re{X} and (|N|−d)/2 real scalars corresponding to Im{X}.
Therefore, S(N) is |N|-dimensional over R.

Definition 4. Suppose that T = (VT , ET ) is a tree decomposi-
tion of the representative graph G with the bags C1, C2, . . . , Cq .
• For r = 1, . . . , q, define Cr ∈ Fn as a sparsity pattern

whose (i, j) entry is equal to 1 if {i, j} ⊆ Cr and is 0
otherwise for every i, j ∈ {1, ..., n}.

• Define C ∈ Fn as an aggregate sparsity pattern whose
(i, j) entry is equal to 1 if and only if {i, j} ⊆ Cr for at
least one index r ∈ {1, . . . , q}.

• For s = 0, 1, . . . , p, define Ns ∈ Fn as the sparsity
pattern of Ms.

The sparsity pattern C, which can also be interpreted as the
adjacency matrix of a chordal extension of G induced by T ,

captures the locations of the important entries of X. The matrix
C will later be used to describe the domain of definition for
the variable of the decomposed SDP problem.

C. Indicator Functions

To streamline the formulation, we will replace any positivity
or positive semidefiniteness constraints in the decomposed
SDP problem by the indicator functions introduced below.

Definition 5. For every l ∈ {−∞} ∪ R and u ∈ R ∪ {+∞},
define the convex indicator function Il,u : R→ {0,+∞} as

Il,u(x) ,
{

0 if l ≤ x ≤ u
+∞ otherwise

Definition 6. For every r ∈ {1, 2, . . . , q}, define the convex
indicator function Jr : Hn → {0,+∞} as

Jr(X) ,

{
0 if X{Cr, Cr} � 0

+∞ otherwise

III. DECOMPOSED SDP

Consider the problem

minimize
X∈S(C)

〈X,M0〉 (3a)

subject to ls ≤ 〈X,Ms〉 ≤ us, s = 1, . . . , p, (3b)
X{Cr, Cr} � 0, r = 1, . . . , q (3c)

which is referred to as decomposed SDP throughout this paper.
Due to the chordal theorem [56], problems (1) and (3) lead
to the same optimal objective value. Furthermore, if Xref ∈
S(C) denotes an arbitrary solution of the decomposed SDP
problem (3), then there exists a solution Xopt to the SDP
problem (1) such that Xopt ◦C = Xref .

The matrix Xopt can be constructed by mapping certain
entries of Xref to 0 according to the sparsity patten. These en-
tries of the matrix variable X are referred to as missing entries
and cannot be found by solving the decomposed problem (3).
Several matrix completion approaches can be adopted to find
the missing entries, which enable the construction of a feasible
point for the original SDP (1). An algorithm is proposed in
[16] and [15] that obtains a completion for Xref within the
set {X ∈ Hn |X ◦C = Xref , X � 0} whose determinant is
maximum. However, such a solution may not be favorable for
applications that require a low-rank solution such as an SDP
relaxation. It is also known that there exists a polynomial-
time algorithm to fill a partially-known real-valued matrix in
such a way that the rank of the resulting matrix becomes



5

equal to the highest rank among all bags [57], [58]. In [51],
we extended this result to the complex domain by proposing
a recursive algorithm that transforms Xref ∈ S(C) into a
solution Xopt for the original SDP problem (1) whose rank
is upper bounded by the maximum rank among the matrices
Xref{C1, C1},Xref{C2, C2}, . . . ,Xref{Cq, Cq}. This algorithm
is stated below for completeness.

Matrix completion algorithm:
1) Set T ′ := T and X := Xref .
2) If T ′ has a single node, then consider Xopt as X and

terminate; otherwise continue to the next step.
3) Choose two bags Cx and Cy of T ′ such that Cx is a leaf

of T ′ and Cy is its unique neighbor.
4) Define

K , pinv{X{Cx ∩ Cy, Cx ∩ Cy}} (4a)

Gx , X{Cx \ Cy, Cx ∩ Cy} (4b)

Gy , X{Cy \ Cx, Cx ∩ Cy} (4c)

Ex , X{Cx \ Cy, Cx \ Cy} (4d)

Ey , X{Cy \ Cx, Cy \ Cx} (4e)

Sx , Ex −GxKG∗x = QxDxQ
∗
x (4f)

Sy , Ey −GyKG∗y = QyDyQ
∗
y (4g)

where QxDxQ
∗
x and QyDyQ

∗
y denote the eigenvalue

decompositions of Sx and Sy with the diagonals of Dx

and Dy arranged in descending order. Then, update a part
of X as follows:

X{Cy \ Cx, Cx \ Cy} := GyKG∗x

+ Qy

√
Dy I|Cy\Cx|×|Cx\Cy|

√
Dx Q∗x

and update X{Cx \ Cy, Cy \ Cx} accordingly to preserve
the Hermitian property of X.

5) Update T ′ by merging Cx into Cy , i.e., replace Cy with
Cx ∪ Cy and then remove Cx from T ′.

6) Go back to step 2.

Theorem 1. Consider an arbitrary solution Xref of the
decomposed SDP problem (3). The output of the matrix
completion algorithm, denoted as Xopt, is a solution of the
original SDP problem (1). Moreover, the rank of Xopt is
smaller than or equal to:

max

{
rank {Xref{Cr, Cr}}

∣∣∣∣ r = 1, . . . , q

}
.

Proof. Please refer to [51] or [17] for the proof.

IV. ALTERNATING DIRECTION METHOD OF MULTIPLIERS

Consider the optimization problem

minimize
x∈Rnx

y∈Rny

f(x) + g(y) (5a)

subject to Ax + By = c. (5b)

where c ∈ Rnc , A ∈ Rnc×nx and B ∈ Rnc×ny are constant
matrices, and f : Rnx → R∪{+∞} and g : Rny → R∪{+∞}
are convex functions. Notice that the variables x and y are
coupled through the linear constraint (5b) while the objective

function is separable. The augmented Lagrangian function for
problem (5) is equal to

Lµ(x,y, λ) = f(x) + g(y)

+ λT(Ax + By − c) + (µ/2)‖Ax + By − c‖22,
(6)

where λ ∈ Rnc is the Lagrange multiplier associated with
the constraint (5b), and µ ∈ R is a fixed parameter. ADMM
is one approach for solving problem (5), which performs the
following procedure at each iteration [59]:

xk+1 = argmin
x∈Rnx

Lµ(x,yk, λk), (7a)

yk+1 = argmin
y∈Rny

Lµ(xk+1,y, λk), (7b)

λk+1 = λk + µ(Axk+1 + Byk+1 − c). (7c)

where k = 0, 1, 2, . . ., for an arbitrary initialization
(x0,y0, λ0). In these equations, “argmin” means an arbitrary
minimizer of a convex function and does not need any
uniqueness assumption. Notice that each of the updates (7a)
and (7b) is an optimization sub-problem with respect to either
x and y, by freezing the other variable at its latest value.
Several acceleration techniques have been proposed in the
literature, aiming to improve the convergence behavior of
ADMM [20], [25]. One such approach, regarded as over-
relaxed ADMM, involves adopting a sequence of intermediate
Lagrange multipliers {λ̂k}∞k=1 as follows:

xk+1 = argmin
x∈Rnx

Lµ(x,yk, λk), (8a)

λ̂k+1 = λk + µ(α− 1)(Axk+1 + Byk − c), (8b)

yk+1 = argmin
y∈Rny

Lµ(xk+1,y, λ̂k+1), (8c)

λk+1 = λ̂k+1 + µ(Axk+1 + Byk+1 − c), (8d)

where α ∈ [1, 2] is a fixed parameter. We employ the
residue sequence {εk}∞k=1 proposed in [20] as measure for
convergence:

εk+1 = (1/µ)‖λk+1 − λk‖22 + µ‖B(yk+1 − yk)‖22 (9)

ADMM is particularly interesting for the cases where sub-
problems can be solved efficiently through an explicit formula.
Under such circumstances, it would be possible to execute a
large number of iterations in a short amount of time. In this
section, we first cast the decomposed SDP problem (3) in the
form (5) and then regroup the variables into two blocks P1

and P2 playing the roles of x and y in the ADMM algorithm.

A. Projection Onto Positive Semidefinite Cone

The algorithm to be proposed in this work requires the
projection of q matrices belonging to H|C1|,H|C2|, . . . ,H|Cq|
onto the positive semidefinite cone. This is probably the most
computationally expensive part of each iteration.

Definition 7. For a given Hermitian matrix Ẑ, define the
unique solution to the optimization problem

minimize
Z∈Hm

‖Z− Ẑ‖2F (10a)

subject to Z � 0 (10b)
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Algorithm 1 Over-relaxed ADMM for decomposed SDP

1: Initialize X0, {z0s}
p
s=0, {X0

C;r}
q
r=1, {X0

N ;s}
p
s=0, {Λ0

C;r}
q
r=1, {Λ0

N ;s}
p
s=0, {λ0z;s}

p
s=0

2: repeat

3: Xk+1 :=
[∑q

r=1 Cr ◦ (Xk
C;r −Λk

C;r/µ) +
∑p
s=1 Ns ◦ (Xk

N ;s −Λk
N ;s/µ)

]
�C [

∑q
r=1 Cr +

∑p
s=1 Ns]

4: zk+1
0 := 〈M0,X

k
N ;0〉 − (λkz;0 + 1)/µ

5: zk+1
s := max{min{〈Ms,X

k
N ;s〉 − λkz;s/µ, us}, ls} for s = 1, 2, . . . , p

6: Λ̂k+1
C;r := Λk

C;r + µ(α− 1)(Xk+1 ◦Cr −Xk
C;r) for r = 1, 2, . . . , q

7: Λ̂k+1
N ;s := Λk

N ;s + µ(α− 1)(Xk+1 ◦Ns −Xk
N ;s) for s = 0, 1, . . . , p

8: λ̂k+1
z;s := λkz;s + µ(α− 1)(zk+1

s − 〈Ms,X
k
N ;s〉) for s = 0, 1, . . . , p

9: Xk+1
C;r := (Xk+1 ◦Cr + Λ̂k

C;r/µ)
+ for r = 1, 2, . . . , q

10: yk+1
s :=

zk+1
s +λ̂k

z;s/µ−〈Ms,Ns◦Xk+1+Λ̂k
N;s/µ〉

1+‖Ms‖2F
for s = 0, 1, . . . , p

11: Xk+1
N ;s := Ns ◦Xk+1 + Λ̂k

N,s/µ+ yk+1
s Ms for s = 0, 1, . . . , p

12: Λk+1
C;r := Λ̂k+1

C;r + µ(Xk+1 ◦Cr −Xk+1
C;r ) for r = 1, 2, . . . , q

13: Λk+1
N ;s := Λ̂k+1

N ;s + µ(Xk+1 ◦Ns −Xk+1
N ;s ) for s = 0, 1, . . . , p

14: λk+1
z;s := λ̂k+1

z;s + µ(zk+1
s − 〈Ms,X

k+1
N ;s 〉) for s = 0, 1, . . . , p

15: until meet stopping criterion

as the projection of Ẑ onto the cone of positive semidefinite
matrices, and denote it as Ẑ+.

The next Lemma reveals the interesting fact that problem
(10) can be solved through an eigenvalue decomposition of Ẑ.

Lemma 1. Let Ẑ = Q× diag{(ν1 . . . , νm)}×Q∗ denote the
eigenvalue decomposition of Ẑ. The solution of the projection
problem (10) is given by

Ẑ+ = Q× diag{(max{ν1, 0}, . . . ,max{νm, 0})} ×Q∗

Proof. Please refer to [60] for the proof.

B. ADMM for Decomposed SDP

We apply ADMM to the following reformulation of the
decomposed SDP problem (3):

minimize
X∈S(C)

{XN;s∈S(Ns)}ps=0

{XC;r∈S(Cr)}qr=1

{zs∈R}ps=0

z0 +

p∑
s=1

Ils,us(zs) +

q∑
r=1

Jr(XC;r)

subject to X ◦Cr = XC;r, r = 1, 2, . . . , q, (11a)
X ◦Ns = XN ;s, s = 0, 1, . . . , p, (11b)
zs = 〈Ms,XN ;s〉, s = 0, 1, . . . , p. (11c)

If X is a feasible solution of (11) with a finite objective value,
then

Jr(X) = Jr(X ◦Cr)
(11a)
= Jr(XC;r) = 0

which concludes that X{Cr, Cr} � 0. Morever,

Ils,us
(〈X,Ms〉) = Ils,us

(〈X ◦Ns,Ms〉)
(11b)
= Ils,us

(〈XN ;s,Ms〉)
(11c)
= Ils,us(zs) = 0

which yields that ls ≤ 〈X,Ms〉 ≤ us. Therefore, X is a
feasible point for problem (3) as well, with the same objective
value. Define

1) ΛC;r ∈ S(Cr) as the Lagrange multiplier associated with
the constraint (11a) for r = 1, 2, . . . , q,

2) ΛN ;s ∈ S(Ns) as the Lagrange multiplier associated
with the constraint (11b) for s = 0, 1, . . . , p,

3) λz;s ∈ R as the Lagrange multiplier associated with the
constraint (11c) for s = 0, 1, . . . , p.

We regroup the primal and dual variables as

(Block 1) P1 = (X, {zs}ps=0)

(Block 2) P2 = ({XC;r}qr=1, {XN ;s}ps=0)

(Dual) D = ({ΛC;r}qr=1, {ΛN ;s}ps=0, {λz;s}
p
s=0) .

Note that “block 1”, “block 2” and “D” play the roles of x,
y and λ in the standard formulation of ADMM, respectively.
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The augmented Lagrangian can be calculated as

(2/µ)Lµ(P1,P2,D) = LD(D)/µ2

+ ‖z0 − 〈M0,XN ;0〉+ (1 + λz;0)/µ‖2F

+

p∑
s=1

(
‖zs − 〈Ms,XN ;s〉+ λz;s/µ‖2F + Ils,us(zs)

)
+

q∑
r=1

(
‖X ◦Cr −XC;r + (1/µ)ΛC;r‖2F + Jr(XC;k)

)
+

p∑
s=1

‖X ◦Ns −XN ;s + (1/µ)ΛN ;s‖2F (13)

where

LD(D) =− (1 + λz;0)
2

−
p∑
s=1

λ2z;s −
q∑
r=1

‖ΛC;r‖2F −
p∑
s=1

‖ΛN ;s‖2F (14)

Using the blocks P1 and P2, the ADMM iterations for
problem (11) can be expressed as follows:

1) The subproblem (7a) in terms of P1 consists of two
parallel steps:

(a) Minimization in terms of X: This step consists of
|C| scalar quadratic and unconstrained programs. It
possesses an explicit formula that involves |C| parallel
multiplication operations.

(b) Minimization in terms of {zs}ps=0: This step consists
of p + 1 scalar quadratic programs each with a box
constraint. It possesses an explicit formula that involves
p+ 1 parallel multiplication operations.

2) The subproblem (7b) in terms of P2 also consists of two
parallel steps:

(a) Minimization in terms of {XC;r}qr=1: This step consists
of q projection problems of the form (10). According
to Lemma 1, this reduces to q parallel eigenvalue de-
composition operations on matrices of sizes |Cr|× |Cr|
for r = 1, . . . , q.

(b) Minimization in terms of {XN ;s}ps=0: This step con-
sists of p unconstrained quadratic programs of sizes
|Ns| for s = 0, 1, . . . , p. The quadratic programs are
parallel and each of them possesses an explicit formula
that involves 2|Ns| multiplications.

3) Computation of the dual variables at each iteration, in
equation (7c), consists of three parallel steps:

(a) Updating {ΛC;r}qr=1: Computational costs for this step
involve no multiplications and are negligible.

(b) Updating {ΛN ;s}ps=0: Computational costs for this
step involve no multiplications and are negligible.

(c) Updating {λz;s}ps=0: This step is composed of p +
1 parallel inner product computations, each involving
|Ns| multiplications for s = 0, 1, . . . , p.

Like any other first-order method, ADMM can be applied to
the problem (3) or its various reformulations in many different
ways. However, the two-block partitioning into (P1,P2) is
meticulously performed in this work to achieve two goals:

• Making the optimization problem for each block naturally

decomposable into disjoint subproblems.
• Making all of the subproblems have explicit closed-form

solutions.

These two features distinguish the developed algorithm from a
generic ADMM-based algorithm for SDPs, and enable solving
large-scale sparse SDPs.

Notation 1. For every D,E ∈ Hn, the notation D �C E
refers to the entrywise division of those entries of D and E
that correspond to the ones of C i.e.,

(D�C E)ij ,

{
Dij/Eij if Cij = 1

0 if Cij = 0.

In what follows, we will elaborate on every step of the
ADMM iterations:
Block 1: The first step of the algorithm that corresponds to
(7a) consists of the operation

Pk+1
1 := argmin

P1

Lµ(P1,Pk2 ,Dk).

Notice that the minimization of Lµ(P1,Pk2 ,Dk) with respect
to P1 is decomposable in terms of the real scalars

Re{Xij} for i = 1, . . . , n; j = i, . . . , n (16a)
Im{Xij} for i = 1, . . . , n; j = i+ 1, . . . , n (16b)

zs for s = 1, . . . , p (16c)

which leads to an explicit formula.
Block 2: The second step of the algorithm that corresponds
to (7b) consists of the operation

Pk+1
2 = argmin

P2

Lµ(Pk+1
1 ,P2,Dk)

Notice that the minimization of Lµ(P1,Pk2 ,Dk) with respect
to P1 is decomposable in terms of the matrix variables
{XC;r}qr=1 and {XN ;s}ps=0. Hence, the update of XC;r

reduces to the problem (10) for Ẑ = XC;r{Cr, Cr}. As
shown in Lemma 1, this can be performed via the eigenvalue
decomposition of a |Cr|×|Cr| matrix. In addition, the updated
value of XN ;s is a minimizer of the function

LN ;s(Z) =‖zs − 〈Ms,Z〉+ λz;s/µ‖2F+
‖X ◦Ns − Z + (1/µ)ΛN ;s‖2F (18)

By taking the derivatives of this function, it is possible to find
an explicit formula for Zopt. Define L′N ;s(Z) ∈ S(Ns) as the
gradient of LN ;s(Z) with the following structure:

L′N ;s(Z) ,

[
∂LN ;s

∂Re{Zij}
+ i

∂LN ;s

∂Im{Zij}

]
i,j=1,...,n

Then, we have

L′N ;s(Z)/2 = Z−X ◦Ns − (1/µ)ΛN,s

+ (−zs + 〈Ms,Z〉 − λz;s/µ)Ms.

Therefore,

Zopt = X ◦Ns + (1/µ)ΛN,s + ysMs, (19)

where ys , zs−〈Ms,Z
opt〉+λz;s/µ. Hence, it only remains

to derive the scalar ys, which can be done by inner multiplying
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Algorithm 2 Preconditioning of problem (3)

Require: {Ms}ps=0, {ls}
p
s=1, {us}

p
s=1, γ

1: M0 ← γ × M0

‖M0‖F
2: for s = 1, . . . , p do

3: ls ← ls
‖Ms‖F

4: us ← us

‖Ms‖F

5: Ms ← Ms

‖Ms‖F
6: end for

7: return {Ms}ps=0, {ls}
p
s=1, {us}

p
s=1

Ms to both sides of the equation (19).
Closed-form solutions for each step of the over-relaxed

ADMM can be derived similarly, which leads to Algorithm 1.

Theorem 2. Assume that Slater’s conditions hold for the
decomposable SDP problem (3). For α = 1, the sequence
{Xk}∞k=0 generated by Algorithm 1 converges to an optimal
solution for (3).

Proof. The convergence of both primal and dual variables is
guaranteed for a standard ADMM problem if the matrix B
in (5b) has full column rank [61]. After realizing that (1) is
obtained from a two-block ADMM procedure, the theorem
can be concluded form the fact that the equivalent of B for
the algorithm (1) is a mapping from the variables {XC;r}qr=1

and {XN ;s}ps=0 to

{XC;r}qr=1, {XN ;s}ps=0 and {〈Ms,XN ;s〉}ps=0

which is not singular, i.e., it has full column rank. The details
are omitted for brevity.

C. Parameter Selection and Preconditioning

The performance of the proposed algorithm somewhat de-
pends on the parameter µ. Since this algorithm is based on a
two-block ADMM technique with the blocks P1 and P2, one
may directly use the existing results for parameter selection
in two-block ADMM, such as the techniques developed in
[62] and [25]. However, given the complexity of finding an
optimal value of µ, it may be more efficient to instead take
more iterations with a sub-optimal value µ to reduce the
overall runtime by avoiding the preprocessing time needed
for designing µ. Another issue is that first-order methods,
including ADMM, are sensitive to the condition number of
the problem data. One may optimally precondition the derived
two-block ADMM by adopting the existing methods, such
as [22], which is a daunting task in general. In this paper,
we resort to a simple preconditioning technique, described
in Algorithm 2, to normalize different parts of the data.
More precisely, the constraints in (3b) are normalized and the
objective function is rescaled according to a tuning factor γ.

V. OPTIMAL POWER FLOW

Consider an n-bus electrical power network with the topol-
ogy described by a simple graph H = (VH, EH), meaning that

each vertex belonging to VH = {1, . . . , n} represents a node
of the network and each edge belonging to EH = {1, . . . ,m}
represents a transmission line. Define Cf ∈ {0, 1}m×n and
Ct ∈ {0, 1}m×n to be the “from” and “to” incidence matrices
of the network graph, respectively, i.e., the (l, k) entry of Cf is
equal to one if and only if k is the starting node of the branch
l, whereas the (l, k) entry of Ct is equal to one if and only if
k is the ending node of l. Define G = {1, . . . , u} to be the set
of generating units, and let Cg ∈ {0, 1}u×n denote the unit
incidence matrix, i.e., the (g, k) entry of Cg is 1 if and only if
unit g is located at bus k. Additionally, let Y ∈ Cn×n denote
the admittance matrix of the network, and define Yf ∈ Cm×n
and Yt ∈ Cm×n to be the “from” and “to” admittance
matrices, respectively. Define V ∈ Cn as the unknown voltage
phasor vector, i.e., Vk is the voltage phasor for node k ∈ VH.
Let P+Qi represent the vector of complex power supply by
generating units, where P ∈ Ru and Q ∈ Ru are the vectors
of active and reactive powers, respectively. Define Sd ∈ Cn to
be the vector of nodal complex power demand. Finally, define
sf = [sf ;1, sf ;2, . . . , sf ;m]> and st = [st;1, st;2, . . . , st;m]>

to be the vectors of complex power entering the starting and
ending nodes of branches, respectively.

The classical OPF problem can be described as follows:

minimize
V∈Cn

P,Q∈Ru

sf ,sf∈Cm

∑
g∈G

c2;gP
2
g + c1;gPg + c0;g (20a)

subject to V min
k ≤ |Vk| ≤ V max

k , k ∈ VH, (20b)

Qmin
g ≤ Qg ≤ Qmax

g , g ∈ G, (20c)

Pmin
g ≤ Pg ≤ Pmax

g , g ∈ G, (20d)

CT
g (P + Qi) = diag{VV∗Y∗}+ Sd, (20e)

|sf ;l| ≤ smax
l , l ∈ EH, (20f)

|st ;l| ≤ smax
l , l ∈ EH, (20g)

sf = diag{CfVV∗Y∗f}, (20h)

st = diag{CtVV∗Y∗t }, (20i)

where V min
k , V max

k , Pmin
g , Pmax

g , Qmin
g , Qmax

g and smax
l are

constant limits, and c2;g ≥ 0, c1;g and c0;g are coefficients
accounting for the cost of producing power by unit g. More
details on a general formulation may be found in [7].

OPF is a highly non-convex problem, which is known to
be difficult to solve in general. However, the constraints of
problem (20) can all be expressed as linear functions of the
entries of the quadratic matrix VV∗. This implies that the
constraints of OPF are linear in terms of a matrix variable
W , VV∗. One can reformulate OPF by replacing each
monomial ViV ∗j with the new variable Wij and represent the
constraints in the form of problem (1) with a representative
graph that is isomorphic to the network topology graph H.
In order to preserve the equivalence of the two formulations,
two additional constraints must be added to the problem: (i)
W � 0, (ii) rank{W} = 1. If we drop the rank condition
as the only non-convex constraint of the reformulated OPF
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problem, we attain the SDP relaxation of OPF as follows:

minimize
W∈Hn

P′,P,Q∈Ru

sf ,sf∈Cm

∑
g∈G

c2;gP
′
g + c1;gPg + c0;g (21a)

subject to (V min
k )2 ≤Wkk ≤ (V max

k )2, k ∈ VH, (21b)

Qmin
g ≤ Qg ≤ Qmax

g , g ∈ G, (21c)

Pmin
g ≤ Pg ≤ Pmax

g , g ∈ G, (21d)

P + Qi = diag{WY∗}+ Sd, (21e)
sf = diag{CfWY∗f}, (21f)

st = diag{CtWY∗t }, (21g)[
P ′g Pg
Pg 1

]
� 0, g ∈ G, (21h)[

smax
l sf ;l
s∗f ;l smax

l

]
� 0, l ∈ EH, (21i)[

smax
l st;l
s∗t;l smax

l

]
� 0, l ∈ EH, (21j)

W � 0, (21k)

where the auxiliary variable P ′g accounts for the square of Pg
for each g ∈ G. Note that the above problem is an SDP because
its objective function is linear and its constraints are linear
scalar/matrix equalities and inequalities in the variables of the
problem [11]. Therefore, it can be put into the canonical form
(1) (please refer to [7] for details on such a reformulation).
As stated in the introduction, several papers in the literature
have shown great promises for finding global or near-global
solutions of OPF using the above relaxation or a penalized
version of the SDP relaxation. The major drawback of relaxing
the OPF problem to SDP is the requirement of defining a
matrix variable, which makes the number of scalar variables
of the problem quadratic with respect to the number of network
buses. However, we have shown in [17] that real-world grids
would have a low treewidth, e.g., at most 26 for the Polish
test system with over 3000 buses. This makes our proposed
numerical algorithm scalable and highly parallelizable for the
above SDP relaxation. As an example, the SDP relaxation of
OPF for a large-scale European grid with 9241 buses amounts
to simple operations over 857 matrices of size 31 by 31, as
well as 14035 matrices of size 2 by 2.

VI. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
algorithm for solving the SDP relaxation of OPF over Pan
European Grid Advanced Simulation and State Estimation
(PEGASE) test systems [63], [64]. All simulations are run in
MATLAB using a system with an Intel 3.0 GHz, 12-core CPU
and 256 GB RAM. The overall running time of 5000 iteration
is between 8 and 50 minutes in a MATLAB implementation
without parallelization. For larger cases, running time dimin-
ishes using MATLAB parallel computing toolbox and could
be further reduced in C++.

In all of the experiments, a tree decomposition of the
sparsity graph is obtained in less than 90 seconds, using
the algorithm described in [54]. The experiment results are
summarized in Table I. The second column indicates the total

number of upper and lower bounds of the form (3b) (i.e.,
2 × p). The number of positive-semidefinite submatrices of
the form (3c) and their maximum size are shown in the third
and forth columns, respectively. Notice that since no thermal
limits are imposed for the case 13659-bus system, the number
of constraints and bags for this case are smaller, compared to
its preceding system. The over-relaxation parameter α = 1.8
is used for all cases. The quality of solutions obtained via
5000 ADMM iterations is given in columns 7 to 10. As
shown in Figure 2, the residue function εk (as defined in
(9)) is monotonically decreasing for all simulated cases. The
convergence behavior of the ADMM coupling constraint (i.e.,
‖Ax5000 + By5000 − c‖2) and the cost value for different
cases are depicted in Figure 2, as well. In order to further
assess the quality of solutions after 5000 ADMM iterations,
the maximum violation of inequality constraints in (3b) and
the largest absolute value among the negative eigenvalues of
all submatrices X5000{Cr, Cr} are given in the eighth and
ninth columns. Small-sized bags, corresponding to submatrices
of W in (21), are combined to obtain a modest number of
bags. To elaborate on the algorithm, note that every iteration
amounts to a basic matrix operation or an eigendecomposition
over matrices of size at most 31×31 for the PEGASE 13659-
bus system.

The effect of different choices for tuning parameter µ on the
convergence of the objective value for the 13659-bus system
is illustrated in Figure 3a. Additionally, Figure 3b compares
different choices of the over-relaxation parameter for the 2869-
bus system. Further preconditioning efforts, in addition to the
one suggested in Algorithm 2, may reduce the number of
iterations (note that OPF is often very ill-conditioned due to
high inductance-to-resistance ratios), and this is left for future
work.

VII. CONCLUSION

Motivated by the application of sparse semidefinite pro-
gramming in many hard optimization problems across engi-
neering, the objective of this work is to design a fast and par-
allelizable numerical algorithm for solving sparse semidefinite
programs (SDPs). To this end, the underling sparsity structure
of a given SDP problem is captured using a tree decomposition
technique, leading to a decomposed SDP problem. A highly
distributed/parallelizable numerical algorithm is developed for
solving the decomposed SDP, based on the alternating direc-
tion method of multipliers (ADMM). Each iteration of the
designed algorithm has a closed-form solution, which involves
multiplications and eigenvalue decompositions over certain
submatrices induced by the tree decomposition of the sparsity
graph. The proposed algorithm is applied to the classical
optimal power flow problem, and also evaluated on large-
scale PEGASE benchmark systems. The numerical technique
developed in this paper enables solving complex models of
various power optimization problems, such as optimal power
flow, unit commitment and state estimation, through conic
optimization.
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Number of Number Maximum Linear Maximum Maximum ADMM Running Running
Test cases inequality of size µ γ coupling inequality PSD cost time without time with

constraints bags of bags violation violation violation value parallelization parallelization
Case 1354-bus 17238 3398 13 1200 1e-6 1.0e-1 1.4e-2 6.2e-4 738.10 8 min 7 min
Case 2869-bus 34694 6637 13 2500 1e-6 2.3e-1 7.9e-2 7.6e-4 1328.52 14 min 10 min
Case 9241-bus 96108 14892 31 3200 1e-7 4.2e-1 2.1e-1 4.5e-4 3140.25 39 min 18 min
Case 13659-bus 90140 5185 31 3000 1e-6 5.8e-1 1.6e-1 1.5e-4 3850.71 50 min 24 min

TABLE I: Performance of the proposed algorithm for solving the SDP relaxation of the OPF problem on PEGASE test cases
via serial and parallel implementations.
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Fig. 2: These plots show the convergence behavior of the residue functions, indefeasibly sequences and cost values for PEGASE
test systems. (a): 1354-bus system, (b): 2869-bus system, (c): 9241-bus system, (d): 13659-bus system.
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Fig. 3: The effect of different choices for tuning parameters on the convergence of cost value, (a): 13659-bus system, (b):
2869-bus system.
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